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Abstract Software-defined and organizing Networks(SDN). that isolates the controller from the or-

ganize gadgets i.e. switches. The centralized engineering of the SDN encourages the generally organ-

ize administration and addresses the necessity of current information centers. Whereas there are more 

benefits addressed by the SDN architecture, the hazard of un used assaults could be a critical prob-

lem and can avoid the wide appropriation of SDNs. The SDN controller may be a pivotal component, 

and it is an appealing target for the gate crashers. In case the attacker effectively gotten to the SDN 

controller, it can course the activity based on its possess pre requisites, causing extreme harm to the 

complete networks. The arrange interruption location frameworks (NIDSs) are vital instruments to 

distinguish and secure the network environment from pernicious exercises and odd assaults.Deep 

Learning (DL) has as of late appeared alluring comes about in a assortment of issues, such as content 

discourse applications, CNN based Regularization handle these issues and effectively detect the in-

structions. 
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1 Introduction 

The modern developing SDN organized framework and encourages centralized administration 

through the programmable control plane, making the Network more adaptable to convey diverse ca-

pacities (Jahromi et al., 2018; Elsayed et al., 2021). A few utilize cases within the network world, 

such as activity designing, arrange observing, quality of benefit (QoS) and datacenter Network have 

connected in SDN. The adaptable nature of SDN quickens advancement investigate and enhances 

security measures such as risk discovery and anticipation compared to the customary systems. it has 

certain security challenges that have to be addressed for wide appropriation of the modern 

worldview. The imbalance of data leads to miss prediction  of  intrutions and if attacker succeeds in 

bringing the controller down, the organize can be uncovered to extreme crashes. The assailant can 

surge the networkwith the foremost unsafe assaults in SDN such as Refusal of Service (DoS) . 

(DDoS)attacks (Elsayed et al., 2020a). Hence, the genuine demands will be denied since the channel 

transmission capacity and the arrange assets are intensely expended. There are two primary classes 

of NIDSs based on the discovery approach: signature-based NIDS and anomaly-based interruption 

location framework (Khraisat et al., 2019), the signature of assaults is put away within the recognize 

database. In case the observed  activity is maped with signature, a caution is generated, referring to 

the identified assault. the advancement of the anomaly-based IDS may be a essential inquire about 

activity since the security challenges are Zero attacks detection is still  facing aproblem 

To handle above issues we Proposed a novel crossover models that's based on a regularizer method,  

 

2.Literature Survey 

The researchers try to develop a robust IDS, for this they used ML and Dl models and most of these 

models detect the malicious attacks. 

Li et al. (2018) presented an anomaly detection model to protect the SDN network. This model com-

posed of  2-phases in first phase it used Batalgorithm (BA)to reduce features and extract fine fea-

tures, next phase contains classification done through Random Forest algorithm. 
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Gao et al. (2019) presented setting up multiple DT with adaptive voting algorithm. The prediction 

accuracyimproved and the obtained accuracy for MultiTreeis84.23% andEnsembleVotingis85.2%   

verified these models with NSL KDD data set. 

Jan et al. (2019) presented SVM algorithm to detection malicious attacks in IoT networks. The mod-

el is trained using three features derived from the packet arrival rate attribute. The three extracted 

features are obtained by calculating the mean, median and maximum values of packet arrival rate 

attribute. it makes the method not a promising solution. 

Santos et al. (2020) examined the performance of four various ML-Algorithms, namely SVM, RF, 

DT and Multiple Layer Perceptron (MLP), against DDoS attacks under the SDN context. The Scapy 

tool is employed to generate benign and malicious traffic. SVM  process large amount of data leads 

to  overfitting problem and exhibit low classification accuracy. The classification of IDS depends  on 

feature extraction methods.. The features that can be used for one attack category may not be suitable 

for other categories, since the attack scenarios are continuously changing and evolving (Elsayed et 

al., 2019). the ML techniques provide high performance when the labeled data has a small. 

Xiao et al. (2019) presented a DL model with CNN algorithm verified using KDDCup-‘99’ dataset. 

The PCA and autoencoder are used in the first stage. The input vector dimensions are reduced from 

(1 × 122 vector) to 1 × 121 or 1 × 100 dimension reduction vectors. The network feature vectors are 

converted to image format with 11 × 11 or 10 × 10 matrices, and then the transformed 2-dimensional 

matrix is passed to the CNN input layer. The CNN model i.e. CNN-IDS, which is based on Lenet-5 

typical model, is proposed to extract and analyze the characteristics of the network traffic. This mod-

el produced  an accuracy of 94.0%, but they failed to achieve a reasonable performance for U2R and 

R2L attacks (the detection rates of U2R and R2L are 20.61% and 18.96%, respectively).  

Andrew Y.Nget al.  presented   a Regularization techniques to  reduce the dimenalitty of feature set 

and over fitting of data. Two types of Regularization techniques L1 or Lasso regularizer The L1 reg-

ularizer  penalizes the weight matrix’s absolute values from reaching larger values. for less important 

features, it decreases the weight value to zero and fixed classifier boundaries, these features are not 

used. Thus, the L1 regularizer is used to select or reduce features.  

i. L1 regularize used formula  

𝜆∑ |wi |𝑛
𝑖=1  ---------------------------------------(1) 

Where “ 𝜆 “is regularization parameter and  “ 𝑛 “ is the number of features in data set, and “𝑤I” is 

the corresponding weight value of  ith  feature. 

ii. L2 regularize or Ridge regularize used to perform  less important features weight value does 

not need to be zero. The characteristics of corresponding coefficient values are reduced and kept 

greater than zero. The square magnitude values are taken from the weight matrix for this purpose, 

known as the L2 regularizer . 

𝜆∑ 𝑊i2𝑛

𝑖=1
 ----------------------------(2) 

Wherei=1 to 𝑛 is used for each feature, and “ 𝑤” is the coefficient value of each feature. “𝜆“ parame-

ter is used to put an extra penalty on the ith weight values. As it controls the magnitude of the coeffi-

cient values and   here “𝜆” value selection is crucial task. 

Draw back of L1 and L2 Regularizers 

L1 regularizer is used for the feature selection or reduction, while L2 gives unimportant features less 

weight. The major drawback  of these regularizers is that they control only individual weight values 

and do not consider the relationship between entries in the weight matrix. 

 

3.Proposed model 

StanderedDiviationReg regularizer We implemented a new regularizer (SD-Reg) to overcome this 

constraint  in L1 and L2 and lthat considers the weight values’ dispersion, known as the standard 

deviation. The SD-Reg regularizer takes the standard deviation of the weight matrix and multiplies it 

by 𝜆. The motive behind this is to create a weight decay adaptive form. Consequently, the regularizer 

prevents the learning model from taking widespread values from the weight space and the penalty is 

equal to 1 for all regularizers (𝐿1, 𝐿2,𝑒𝑙𝑎𝑠𝑡𝑖𝑐-𝑛𝑒𝑡 and the 𝑆𝐷-𝑅𝑒𝑔). Further, to maintain the dimen-

sions,the penalty term 𝜆 controls the spread of the regularizer by enforcing constraints. Thus, the 

learning model does not allow to adapt widespread values from weight space.  
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The mathematical formulation of the new regularizer is  

𝜆𝜎(𝑤) ------------------------------------------------ (3) 

Where “𝜎“ denotes the standard deviation of weight values  givem as 

σ(w) = √
1

nk
{∑ wi      

2nk
i=1 −

1

nk
(∑ wi

nk
i=1 )2 ------------------------{4) 

𝑘 is the number of rows in the weight matrix and 𝑖 is the 𝑖th row of the weight matrix. The parameter 

“𝜆“is used to control the values of the weight matrix, and 𝑛 is the number of columns in each 𝑖th row 

of the weight matrix. So, 𝑛 is the size of the weight vector.  

Theminimized  loss function in our methodology formula: 

𝑚𝑖𝑛w{𝑓(𝑋, 𝑦∶𝑤) + 𝜆𝜎(𝑤)}------------------------------------------------(5) 

Thus, we minimize the loss function concerning  “𝑤” by a standard deviation to adopt values within 

a specific range. 

Proposed Model FlowChart: 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

             

       

 

 

 

Proposed Model: 

 

  

 

 

 

   [3x3convolution_1+ReLU,Regularization],[3x3convolution_2+ReLU],[2x2 pooling],[Dropout] 

                                {---------------------------------------Feature-Selection------------------------------------ 

}                                                                                        

The proposed model involves CNN architecture combine with the ML algorithms (SVM, KNN, and 

RF). The CNN is employed to extract the deeper representations of the data features and the classifi-

cation done by using ML algorithms. 

Proposed model implementation: At the first stage, fit the input data for the DL model. CNN takes 

input data in the form image data. By converting the network data in the form of  non-image data 

into an image, CNN convert the input data from one-dimensional into a two-dimensional matrix. The 

dimension of the input image is 8 × 6 or 3 × 3 for a subset of 48 and 9, respectively. 

The considered hyper-parameters for our CNN model. The number of convolution layers depends on 

the properties of the input image. we implement  two convolution layers. First layer  output dimen-
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sion is 32 and  Second convolution layer output dimention is 64.The filter of 3 × 3 size is used for 

each layer with a stride equal to 1. Another max-pooling layer of 2 × 2 size and stride of 1 followed 

the second convolution layer. While each convolution layer learns the feature representation of the 

previous output, the pooling layer minimizes the dimensions of the feature map. The output from the 

pooling layer is reshaped (flatten layer) for a fully connected layer with a number of neurons equal to 

128. The nonlinear mapping function Relue is used for all layers before the output layer. The classi-

fication layer is used to classify the input traffic into normal or attack class.  

We implement a set of experiments in the first experiment, the SoftMax activation function with var-

ious regularization methods is used to classify the output features produced from the lower convolu-

tion layers. We compare the performance of the SD-Reg with L1 and L2 regularize methods. In the 

second experiment, we test ML Modele by replacing the SoftMax layer and those modele is  SVM,. 

The experimental results proves that the SD-Reg regularize method provides a high performance 

than the old L1 and L2 methods. 

Hyper-parameters: 

Hyper-parameters Optimal values 

Convolutional layers 2 

Number of filters 32, 64 

Kernel size 3 × 3 

Stride 1 

Pooling layer Max (2 × 2) 

3.1. Experimental setup  

The experiment was designed and executed using Python programming language, where Keras with 

Tensorflow backend library is used for all proposed approaches.  

3.1.1.Experimental Environment 

Operating System Windows 10 pro 64-bit  ,   Memory 64 GB  

CPU Intel(R) UHD Graphics 620,17-865Ou @1.90 GH(8 Cores)  

Anaconda  4.9.2      python 3.7.0         keras  2.4.2 

Tensorflow    2.2.0    2.2.0 

3.2. The evaluation metrics 

We used the most common performance measures like the accuracy, precision, recall, and F-score 

metrics to evaluate the performance of all models, as the following equations. 

              𝑇𝑃+ 𝑇𝑁 

   Accuracy =         -------------(4) 

                 𝑇𝑃+ 𝑇𝑁+ 𝐹𝑃+ 𝐹𝑁 

                      𝑇𝑃 

    Precision =                         -------------------(5)     

  

                                     𝑇𝑃+ 𝐹𝑃 

 

                         𝑇𝑃 

Recall =   ---------------(6) 

                   𝑇𝑃+ 𝐹𝑁 

F-score = 2 × (Precision × Recall)/( Precision + Recall)    --------- (7) 

4. Experimental results and analysis: 

This section provides a detailed analysis of the results obtained using our proposed models. The per-

formance of the proposed models is evaluated on the NSL-KDD dataset by conducting a experiment 

describes the experimental configuration used to evaluate the model parameters. 
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4.1.Data Profiling: 
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1. Conclusion 

The SD-Reg method used to overcome the overfitting issue of the classifier models.Our proposed 

model SD-Reguleraization outperformed and compared results with exising modeles  L1 and L2 in 

tems precission ,Recall,F1-score.CNN with SD regularization and soft Max  anomaly precis-

sion=98.67,Anomaly Rcall=98.28,F1Score=98.32. 

In future  Deep learning  models with optimal feature selection lead to  improve anomaly detection 

rate. 
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